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Chapter 1

Introduction

1.1 Objective

Agriculture has always been an important sector for every person who is involved directly or

indirectly in this sector. The traditional methods are still widely used in agriculture but as the

advancement of technology is increasing day by day so the effectiveness of products produced

by agriculture such as crops, fruits, and many more products are getting enhanced. The help of

modern technologies such as Artificial Intelligence, Remote Sensing, and various other technologies

are helping the agriculture sector to boom faster which is a great sign for people involved in this

sector. The main goal of this project is to use one of the advancements which are using Deep

Learning model with the help of UNET architecture which will be used to forecast the yield of

vegetation or crops for which in this project is NDVI (Normalized Difference Vegetation Index)

and by the help of Meteorological methods to convert the data of vegetation or crops into a suitable

format to make it useful for the Deep Learning model to proper forecast the yields of vegetation.

1.2 Motivation

The vegetation always plays a vital role in the enhancement of ecosystems but in recent times

due to heavy involvement of human interaction with nature such as exploitation of forests, illegal

mining and many more have played a huge role in the declining of the vegetation and the related

resources like food production, crop yielding, etc. Normalized Difference Vegetation Index (NDVI)

is extensively used in most of the research works connected to vegetation. Several methods had

been used in the last few years related to NDVI research works such as ANN (Artificial Neural

Networks), Multiple Layer Perceptron (MLP), and many more deep learning architectures at the
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beginning phase of these research works but have some limitations which is the reason extensive

studies are made to use other deep learning models for NDVI. The main purpose of the project is

that it will use a newly developed concept or model named Cubed Sphere [2]. The data is for the

whole world and the format of the NDVI will be converted into the Cubed Sphere format and then

these files will be further applied to the Deep Learning model which is UNET architecture [1].

After the model is applied then evaluation metrics will be used to test this newly made concept

of Cubed Sphere is working for NDVI data.
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Chapter 2

Literature Survey

In the year 2021, Manmeet Singh and Bipin Kumar et.al. [1], suggested that the understanding

of the relationship of other variables with the formation of precipitation is very beneficial. The

UNET architecture is used to learn the global data-driven models for precipitation and the re-

sults showed that the residual learning-based UNET architecture can explain the relationships for

the precipitation variable and it can be helpful in the dynamical operational models which are

compared with the results that further improve the forecasting of precipitation.

Jonathan A.Weyn and Dale R.Durran et.al. [2], proposed further improvements in CNN (Convo-

lutional Neural Networks), created an offline volume conservative mapping to the newly formed

concept called Cubed Sphere, and also minimized the loss function that was occurring in the var-

ious steps of the prediction sequence. The model predicts weather forecasts which are stable and

does so for several weeks and also uses few input atmospheric state variables.
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Chapter 3

Description of Data Variables

Vegetation data from the satellite display the thickness of growth of plants across Earth. The

most widely used vegetation index is called the Normalized Difference Vegetation Index (NDVI)

which ranges from -1 to 1. The negative values show water and low values as 0.1 correlate with

areas having rock, sand, etc. The values from 0.2 to 0.3 indicate shrub and grassland while values

from 0.6 to 0.8 represent rainforests.

Figure 3.1: Plot of NDVI spread over the entire globe for 2018-01-01
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The NDVI data is in NETCDF format (Network Common Data Form) which is used to store

data variables generally of climate area such as temperature, humidity, etc. To read these files

in Python there is a library named ”Xarray” which has several inbuilt commands which handle

NETCDF files.

S.No Target Variable Name Resolution Units Min Max

1. NDVI Normalized Difference Vegetation Index 3600*7200 1 -0.0999 0.9307

Table 3.1: Details of NDVI Variable

Six input variables will be fed into the deep learning model along with the target variable NDVI.

The input variables that are being used are taken to get correct mapping with the target variable

like precipitation, wind, etc. Here the input variables uas and vas is used as a parameter for a

wind variable which is the square root of the square of uas plus the square of the vas.

S.No Input Variables Name Resolution Units

1 hfls Surface Upward Latent Heat Flux 143*144 W m-2
2 hfss Surface Upward Sensible Heat Flux 143*144 W m-2
3 mrsos Moisture in Upper Portion of Soil Column 143*144 kg m-2
4 uas Eastward Near-Surface Wind 143*144 m s-1
5 vas Northward Near-Surface Wind 143*144 m s-1
6 pr Precipitation 143*144 Kg m-2 s-1
7 tas Near-Surface Air Temperature 143*144 K

Table 3.2: Details of the Input Variables
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Chapter 4

Methodology

The standard representation of the model with a detailed explanation is explained below. The

block diagram provides a clear explanation of each of the steps used to generate the Cubed Sphere

before using it for the deep learning model.

Figure 4.1: Block diagram for generating Cubed Sphere files
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In Fig. 4.1, NDVI data is downloaded which is from the year 1981 to 2021. The data downloaded

is the daily data which means the NDVI data is available every day. There are two years 1981

and 2021 where there are missing data for several days so these two years have been discarded

for better performance of the Deep Learning model. The next process is to recognize if a variable

is in tripolar grid or not so which in this case is no as the variables are in normal time latitude

and longitude format which is required for further processing. Since NDVI is a target variable

and the input variables used for the NDVI variable are in normal time, latitude, and longitude

format so the target variable also needs to match that format which is already available for NDVI.

If there were tripolar grid format then CDO (Climate Data Operator) will be used to convert

into general time, latitude, and longitude format and use it for further process. Then there is a

need to merge the daily data into a single file for every year and finally need to mask the land

as a batch of 10 years files area. Due to the mask of the land, it becomes essential to mask the

land and oceanic variables needed for the exponential of the data array. The NDVI variable is a

land variable. The resulting data array’s value range becomes so huge after taking exponential

that there is a need to normalize to the range from 0 to 1 using min-max normalization and the

maximum and minimum values are stored in a CSV file. After all these steps there is a reduction

of the value range from -1 to 1. For NDVI the minimum and maximum values are already in the

range -1 to 1 so there is no need for min-max normalization and can take the exponential directly.

The last step is to use the Map file generation and Cubed Sphere generation that uses DLWP

(Deep Learning Weather Prediction) which in the background uses TempestRemap [2]. The map

file that is generated at first is stored in a location that can be reused to save computation time

as it is quite expensive. After the map file is generated then the ApplyOfflineMap executable

will generate a remapped temporary file that helps, in turn, to give results in the Cubed Sphere

generation with CubeSphereRemap() module imported from DLWP.remap. After this, the NDVI

Cubed Sphere files are used in UNET architecture and evaluation metrics are used to check the

performance of the model.
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Chapter 5

Description of Deep Learning Model

Used

The flowchart illustrates the deep learning model used, variables given as input and target, and

the metrics used to evaluate the model.

Figure 5.1: Illustration of working of Deep Learning Model for NDVI
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Figure 5.2: Schematic for UNET architecture

The Cubed Sphere files of both the input and target variables are fed into the UNet model. In the

figure, the architecture forms like a U shape structure. It shows symmetricity nature and involves

two parts which are left part is named as the contracting path that constitutes the convolutional

methods and the right part is named as the expansive path that constitutes by transposed 2D

Convolutional Layers.
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Chapter 6

Results

Figure 6.1: Plot of the NDVI spread from ten-ten year batch files for 2018-01-01
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Figure 6.2: Details of one of the ten-ten year batch files

The above two figures show the NDVI spread over the whole globe for 2018-01-01 and also the

details of one of the ten-ten year batch files.

Figure 6.3: Cubed Sphere files generated for NDVI
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Figure 6.4: Details of one of Cubed Sphere files

The above two figures show the cubed sphere files generated and with details of one cubed sphere

file.

Figure 6.5: Epochs and Losses calculated for NDVI variable after one iteration

The training set is taken from 1982 to 2015, the validation set is taken for two years which are

2016 and 2017 and the test set is taken from 2018 to 2020.
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